Climate variability and vadose zone controls on damping of transient recharge
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ABSTRACT

Increasing demand on groundwater resources motivates understanding of the controls on recharge dynamics so model predictions under current and future climate may improve. Here we address questions about the nonlinear behavior of flux variability in the vadose zone that may explain previously reported teleconnections between global-scale climate variability and fluctuations in groundwater levels. We use hundreds of HYDRUS-1D simulations in a sensitivity analysis approach to evaluate the damping depth of transient recharge over a range of periodic boundary conditions and vadose zone geometries and hydraulic parameters that are representative of aquifer systems of the conterminous United States (U.S.). Although the models were parameterized based on U.S. aquifers, findings from this study are applicable elsewhere that have mean recharge rates between 3.65 and 730 mm yr⁻¹. We find that mean infiltration flux, period of time varying infiltration, and hydraulic conductivity are statistically significant predictors of damping depth. The resulting framework explains why some periodic infiltration fluxes associated with climate variability dampen with depth in the vadose zone, resulting in steady-state recharge, while other periodic surface fluxes do not dampen with depth, resulting in transient recharge. We find that transient recharge in response to the climate variability patterns could be detected at the depths of water levels in most U.S. aquifers. Our findings indicate that the damping behavior of transient infiltration fluxes is linear across soil layers for a range of texture combinations. The implications are that relatively simple, homogeneous models of the vadose zone may provide reasonable estimates of the damping depth of climate-varying transient recharge in some complex, layered vadose zone profiles.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

A growing number of studies report that groundwater levels can fluctuate in response to low frequency and persistent global-scale climate patterns that have quasi-periodic oscillations on interannual to multidecadal timescales (e.g., Fleming and Quilty, 2006; Holman et al., 2009; Perez-Valdivia et al., 2012; Tremblay et al., 2011; Venencio and Garcia, 2011), which affect infiltration and recharge. Complicating the interpretation of these teleconnections is that groundwater levels also respond to groundwater pumping trends and variability largely on seasonal timescales (Gurdak, 2017). This so-called climate-induced pumping has been detected on timescales ranging from less than one year (Russo and Lall, 2017) to scales consistent with the El Niño/Southern Oscillation (ENSO) (Gurdak et al., 2007). These physical mechanisms have largely been inferred from statistical and spectral analysis of hydroclimatic time series (e.g., Gurdak et al., 2007; Hanson et al., 2006, 2004; Holman et al., 2011; Kuss and Gurdak, 2014; Russo and Lall, 2017). However, teleconnections that have not been evaluated by mechanistic models may be limited for understanding and predicting groundwater responses to future climate.

Increasing demands on groundwater resources from the Water-Energy-Food Nexus (Taniguchi et al., 2017) and climate variability and change (Green et al., 2011; Taylor et al., 2012) continues to raise the importance of understanding and accurately predicting current and future recharge (Meixner et al., 2016). These predictions can be improved through a better understanding of the properties of the vadose zone that control a time-varying recharge response to climate variability (Hunt et al., 2008). Such controls are poorly understood because of the nonlinear relations among unsaturated flow, pressure, water content, and hydraulic diffusivity in
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the vadose zone (Dickinson et al., 2014). These challenges are further compounded by a general lack of long-term field observations of such variables from the vadose zone that are necessary to detect time-varying recharge in response to climate variability on inter-annual to multidecadal timescales (Gurdak et al., 2007); although recent studies have begun monitoring the vadose zone under different climate regimes and land use (e.g., Baram et al., 2012; Carrera-Hernandez et al., 2011; Strobach et al., 2014; Turkeltaub et al., 2014).

As noted by Dickinson et al. (2014), the nonlinear complexity of controls on transient recharge has often limited the direct representation of recharge in groundwater models and resource assessments, which in many cases have assumed a long-term, steady-state recharge flux. Under some conditions, assigning a slowly varying or constant recharge flux in a groundwater model is justified because periodic or episodic variations in surface infiltration fluxes smooth out or dampens with depth prior to recharge (Dickinson et al., 2014). However, recent physically-based modeling studies (Dickinson et al., 2014; Velasco et al., 2015) and the previously mentioned studies that use time-series and spectral analysis have identified some conditions where climate variability results in transient recharge fluxes that are not dampened within the vadose zone. An improved ability to model recharge is relevant for improving prediction of groundwater response to future climate and the associated global-to-local scale management decisions and policy regarding sustainable groundwater (Famiglietti, 2014). This is particularly needed for aquifers in semi-arid and arid climates that often are in overdraft conditions, have relatively thick vadose zones, and are generally predicted to have less recharge and (or) more episodic recharge events under future climate change (Green et al., 2011; Taylor et al., 2012; Treidel et al., 2012). To address this need requires a review of the state of understanding of coupled climate variability and vadose zone dynamics.

1.1. Climate variability

The expected trends in many hydrologic processes, including recharge rates and mechanisms due to human-induced climate change, particularly over the first-half of the 21st century, can only be fully appreciated when combined with understanding of the overprinted global-scale climate variability. The majority of climate change impact studies on recharge have largely focused on human-induced climate change, often using the approach of coupling downscaled climate data from global circulation models (GCMs) that drive hydrologic models to estimate recharge rates and mechanisms under future climate change, commonly by the middle to end of the 21st century (Green et al., 2011; Meixner et al., 2016; Taylor et al., 2012; Treidel et al., 2012). The current generation of GCMs project that mean climate across many regions of the globe will move to a state continuously beyond historical climate conditions and the mean state over a larger temporal scale (Chil, 2002). Climate variability is often characterized using indices that combine sea surface temperatures, sea level pressures, geo-potential heights, and wind speed, among other atmosphere-ocean variables (Chil, 2002). The indices that represent the six leading atmospheric-ocean circulation systems that affect North American interannual to multidecadal climate variability include the Arctic Oscillation (AO), North Atlantic Oscillation (NAO), and Atlantic Multidecadal Oscillation (AMO); and the Pacific teleconnection patterns: ENSO, Pacific Decadal Oscillation (PDO), and Pacific-North America Oscillation (PNA). The most widely accepted quasi-periodic cycles for these systems range from <1–70 years, including 6–12 months (AO), 3–6 years (NAO), 50–70 years (AMO), 2–7 years (ENSO), 15–30 years (PDO), to <1–4 years (PNA) (Enfield et al., 2001; Chil, 2002; Hurrell, 1995; Kuss and Gurdak, 2014; Mantua and Hare, 2002; NOAA, 2015; Stoner et al., 2009; Wolter and Timlin, 2011). While GCMs vary in their ability to represent these cycles skillfully, recent analysis demonstrate some robust projections for how they may evolve through the 21st century, such as changing in amplitude, time scale, and increasing the meteorological extremes with which they are associated (Chen et al., 2017; Zhang and Delworth, 2016).

The Atlantic and Pacific teleconnections influence the spatiotemporal patterns of precipitation, air temperature, drought, snowpack and melt, evapotranspiration, stream discharge, and other land-surface hydrologic processes across the continental U.S., North America, and other regions (Bayari and Yildiz, 2012; Beebee and Manga, 2004; Brabets and Walvoord, 2009; Cayan et al., 1999; Enfield et al., 2001; Kondrashov et al., 2005; Maheu et al., 2003; Mantua et al., 1997; Mazouz et al., 2012; McCabe et al., 2004; Ropelewski and Halpert, 1986; Sabziparvar et al., 2011; Tremblay et al., 2011; Vicente-Serrano et al., 2011). Such variability in surface hydroclimatology is expected to influence time-varying infiltration, downward water flux in the vadose zone, and ultimately recharge rates and mechanism (Gurdak et al., 2007; Hanson et al., 2004; Kuss and Gurdak, 2014). However, the teleconnections patterns that exist in surface hydrologic processes are not necessarily the same as those preserved in the subsurface processes that affect groundwater levels (Velasco et al., 2015). Much of the subsurface hydrologic response is also a function of the hydraulic properties of the vadose zone (Dickinson et al., 2014).

1.2. Vadose zone hydraulic properties and climate-varying recharge

Recent research has begun to consider the properties of the vadose zone that may influence whether groundwater levels may respond to climate variability. To investigate the role of the vadose zone, these studies have focused on the relations between soil and water properties and periodic flow in the vadose zone that could be driven by climate variability (Bakker and Nieber, 2009; Dickinson et al., 2004, 2014; Pool and Dickinson, 2007). These relations become important when climatic forcings at the land surface can be damped in the vadose zone prior to reaching the water table (Velasco et al., 2015). Bakker and Nieber (2009) derived an analytical solution to the Richards equation for vertical, one-dimensional transient flow that was used to predict the movement of cyclical, sinusoidally-varying fluxes at the land surface where the infiltration can be assumed to be a function of precipitation and evaporation. Bakker and Nieber (2009) found that flux variations damp with depth in the vadose zone such that beyond a certain depth (referred as the damping depth (d)), the flux could be approximated as steady (Bakker and Nieber, 2009).

Expanding on the work of Bakker and Nieber (2009), Dickinson et al. (2014) developed a screening tool for evaluating how variability of a cyclical infiltration pattern at the land surface was damped with depth in the vadose zone. If the flow variability damped to within 5% of the original amplitude, they stated that the assigned recharge in numerical groundwater flow models can be assumed to be steady. However, if >5% of the infiltration variability remained at the depth of the water table, recharge is
assumed to be transient. Dickinson et al. (2014) assessed the sensitivity of the damping to vertical water fluxes typical of arid and semiarid regions where the periods of infiltration variability ranged from 1 to 365 days in homogenous sand and clay. The damping and damping depth was evaluated through comparisons with results from numerical simulations from the software HYDRUS-1D (Šimůnek et al., 2008). Dickinson et al. (2014) found that the analytical solution by Bakker and Nieber (2009) was most accurate for soil–water conditions where the hydraulic diffusivity is relatively constant. The hydraulic diffusivity is likely to be steady in fine soils when both the water content and flux variability are relatively small. They found that the diffusivity can be highly variable in coarse soils, such as sand when the amplitude of the flux variability and water content were relatively large. Dickinson et al. (2014) found that the damping depth from the analytical solution (Bakker and Nieber, 2009) could be excessively large, up to five times the damping depth from the numerical solution, when the diffusivity was highly variable. This overestimation of the numerical damping depth, which is also an underestimation of the damping, may result in mischaracterization of the damping properties of the vadose zone. In their examples, Dickinson et al. (2014) noted that regions of coarse soils in aquifers where recharge was likely to be steady could have been misidentified as having transient recharge. Their analysis was limited to homogenous sand and clay soils, and damping in layered soils with contrasting soil–water properties was not assessed.

1.3. Objectives

This paper addresses the knowledge gap of how physical processes of water flow in the vadose zone contribute to observed teleconnections between climate and groundwater levels by controlling transient recharge fluxes and mechanisms in response to climate variability. Here we systematically build on the findings of Dickinson et al., (2014) by using a sensitivity analysis approach to evaluate the damping of cyclical surface forcings in the vadose zone from hundreds of numerical HYDRUS-1D simulations over a range of periodic boundary conditions and vadose zone geometries and hydraulic parameters that are generally representative of aquifer systems of the conterminous United States (U.S). We assess the damping properties of the vadose zone using a numerical approach that allows for a more accurate, time-varying hydraulic diffusivity than the approach by Dickinson et al. (2014). We use the results of this approach to address the following research questions: How does soil texture in the vadose zone influence damping in homogenous (one layer) and heterogeneous (two layer) systems? What are the effects of layer thickness on damping depth (d)? Does the damping in two layers occur independently, or does the presence of one layer impact the damping in the other layer? If the damping is independent, is linear superposition (described in Section 2.1.4) of the damping in separate layers a reasonable approximation? Which characteristics of the infiltration and soil–water parameters have the most statistically significant influence on d? By addressing these questions surrounding d, we provide a framework that can be used to (i) interpret the physical processes underlying the teleconnections between climate variability patterns and fluctuations in groundwater levels and (ii) predict steady-state versus transient recharge over a wide range of time-varying infiltration fluxes, periods, and hydraulic properties of soil and vadose zone that is representative of U.S. aquifers.

2. Methods

2.1. Numerical modeling

Numerical HYDRUS-1D (Šimůnek et al., 2008) simulations were used to evaluate the hydraulic properties and characteristics of the periodic net infiltration flux (qs) affecting the d and transient recharge in homogenous (one layer) and heterogeneous (two layer) textural profiles of the vadose zone. HYDRUS-1D is a computer program that solves the Richards equation for saturated and unsaturated water flow. In general, two sets of HYDRUS-1D simulations were run; one for homogenous (one layer) profiles and one for heterogeneous (two layer) profiles. This section describes the model conditions and parameters that were used in both sets of HYDRUS-1D simulations (Table 1), while the details about the homogeneous and heterogeneous simulations are described in the subsequent sections.

The boundary conditions to the HYDRUS-1D simulations were a periodic vertical, net infiltration flux (qs=0) [L T−1] below the root zone at depth z = 0 and free drainage and the gradient of total head is equal to 1. The flux qs=0 is a composite of a steady, downward mean flux (qs) [L T−1] and a sinusoidal transient component with mean amplitude (qs) [L T−1] and period, P [T] (Fig.1a). The combined qs and qt components represent the net infiltration below the root zone that results from the infiltration of precipitation, runoff, and the uptake of water by evapotranspiration. The components of qs can represent varying infiltration in diffuse recharge settings, basin floors, stream channels, or areas of applied irrigation water, where the steady component, qs, represents a long-term mean flux and the periodic component, qt, represents the sum of episodic events and climate variations from the steady

Table 1
Overview of model conditions and parameters used in the HYDRUS-1D (Šimůnek et al., 2008) simulations of homogeneous and heterogeneous profiles of the vadose zone. Note – the number (#) of soil textures is listed in Table 4.

<table>
<thead>
<tr>
<th>Condition or parameter</th>
<th>Homogeneous (one layer) profile</th>
<th>Heterogeneous (two layer) profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric parameter:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth of profile, m</td>
<td>10, 20, 100 m</td>
<td>10 and 50 m</td>
</tr>
<tr>
<td>Initial conditions:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Mean water flux, qs</td>
<td>All (see Tables 2 and 3);</td>
<td>1.0 mm d−1;</td>
</tr>
<tr>
<td>– Amplitude of the sinusoidal flux, qs</td>
<td>All (see Tables 2 and 3);</td>
<td>0.99 mm d−1;</td>
</tr>
<tr>
<td>– Period, P</td>
<td>30, 90, 180, 365 days and 2, 7, 10 years</td>
<td>30, 90, and 365 days</td>
</tr>
<tr>
<td>Soil texture:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydraulic properties and Gardner hydraulic parameters</td>
<td>#1–12 (see Table 4)</td>
<td>Soil texture of upper over lower layer:</td>
</tr>
<tr>
<td>Boundary conditions:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Upper boundary condition</td>
<td>Constant flux</td>
<td>Constant flux</td>
</tr>
<tr>
<td>– Lower boundary condition</td>
<td>Free drainage</td>
<td>Free drainage</td>
</tr>
</tbody>
</table>
component. For a real system where distributed recharge is characterized, the sum of $q_s$ at all locations would equal the total discharge. For our analysis, the amplitude $q_p$ never exceeds the steady component of the flux, $q_s$ (Bakker and Nieber, 2009; Dickinson et al., 2014). This results in a flux that is always positive in the downward direction.

The $q_s$ values were selected to represent long-term (1971–2000) mean net recharge rates from a range of climate and land-cover regions of the conterminous U.S., and were calculated as the difference between mean annual precipitation and mean annual evapotranspiration, as reported by Sanford and Selnick (2013) (Table 2). This residual contains both recharge and runoff, and may overestimate recharge in some areas. Table 3 summarizes the $q_s$ values used in the HYDRUS-1D simulations to represent different climate and land cover regions. Although the models were parameterized based on U.S. aquifers and climate, findings from this study are applicable elsewhere that have mean recharge rates between 3.65 and 730 mm yr$^{-1}$ (Table 3). The amplitude of the sinusoidal flux component $q_p$ were set equal to 99% of each $q_s$, thus the flux is always downward and greater than zero (Table 3).

A range of periods ($P$) were used in the HYDRUS-1D simulations to represent $q_z=0$ variability on monthly (30 day), seasonal (90 and 180 day), and annual (365 day) timescales (Table 1). The 30 day periods are used to represent synoptic-scale meteorological systems, while the 90 and 180 day periods represent Mediterranean, monsoonal, or other climates that have distinct wet and dry seasons. In addition, longer periods of 730, 2,556, and 3,652 days (2, 7, and 10 years, Table 1) were used in the simulations to represent $q_z=0$ variability that is consistent with global-scale climate patterns, including PNA (<1–4 years), NAO (3–6 years), and ENSO (2–7 year) cycles. The Hydrus-1D models were spun up for at least 20 periods to achieve oscillatory steady-state conditions prior to evaluating the transient responses.

The HYDRUS-1D soil texture and hydraulic properties were parameterized using the 12 U.S. Department of Agriculture (USDA) soil textural classes and the Gardner (1958) and Gardner-Kozeny (Mathias and Butler, 2006; Bakker and Nieber, 2009) soil hydraulic models, except for the saturated hydraulic conductivity ($K_s$) values that were obtained from the Rosetta soil catalog (Schaap et al., 2001) (Table 4). The Gardner $\alpha$ and Gardner-Kozeny $m_0$ and $\mu$ parameter values (Table 4) were estimated by linear regression as detailed in Dickinson et al. (2014) and Wraith and Or (1998).

### Table 2

Calculated net infiltration rates used to specify the downward mean flux, $q_s$ [P, mean annual precipitation; and ET, mean annual evapotranspiration used from Sanford and Selnick (2013)].

<table>
<thead>
<tr>
<th>Regions</th>
<th>ET/P ratio</th>
<th>Infiltration Rate</th>
<th>Climate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arid Southwest</td>
<td>&gt;80%</td>
<td>0.01–0.10 mm d$^{-1}$</td>
<td>Little to no rainfall, high temperatures</td>
</tr>
<tr>
<td>Temperate</td>
<td>70–50%</td>
<td>0.50 mm d$^{-1}$</td>
<td>Moderate rainfall, moderate temperatures</td>
</tr>
<tr>
<td>WEST: Cascade Mts, Sierra Mts, Northern Rocky Mts, EAST: New England, Appalachian Mountains, Central Gulf Coast</td>
<td>50–30%</td>
<td>1.00 mm d$^{-1}$</td>
<td>Moderate temperatures, high rainfall</td>
</tr>
<tr>
<td>Pacific Northwest</td>
<td>&lt;20%</td>
<td>2.00 mm d$^{-1}$</td>
<td>High rainfall, low-to-moderate temperatures</td>
</tr>
</tbody>
</table>

### Table 3

Downward mean flux ($q_s$) and mean amplitude ($q_p$) values used in the HYDRUS-1D simulations.

<table>
<thead>
<tr>
<th>Climate and Land Cover Region</th>
<th>Mean Flux, $q_s$ (mm d$^{-1}$)</th>
<th>Mean Amplitude, $q_p$ (mm d$^{-1}$)</th>
<th>Mean Annual Flux (mm yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arid</td>
<td>0.01</td>
<td>0.00990</td>
<td>3.65</td>
</tr>
<tr>
<td>Semi-arid</td>
<td>0.025</td>
<td>0.02475</td>
<td>9.13</td>
</tr>
<tr>
<td>Shrub-land</td>
<td>0.05</td>
<td>0.0495</td>
<td>18.3</td>
</tr>
<tr>
<td>Grassland</td>
<td>0.10</td>
<td>0.099</td>
<td>36.5</td>
</tr>
<tr>
<td>Forest, Marsh</td>
<td>0.50</td>
<td>0.495</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.99</td>
<td>365</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>1.98</td>
<td>730</td>
</tr>
</tbody>
</table>
2.1.1. Homogeneous (one layer) profiles

A total of 588 HYDRUS-1D simulations of homogeneous (one layer) profiles were run for all combinations of the 12 USDA soil textures (Table 4), seven mean fluxes ($q_p$) (Table 3), and seven periods (P) (Table 1). The model domain includes 1001 nodes with a vertical node spacing that is equal and sums to the specified bottom boundary of the model, which included 10, 20, and 100 m (Table 1). The larger profile (bottom boundary) depths of 20 and 100 m were used in simulations where the $d$ exceeded the 10 m profile depth. The results of the homogeneous profile simulations were used as a guide to constrain the range of model conditions and parameters tested during the subsequent HYDRUS-1D simulations of heterogeneous (two layer) profiles.

2.1.2. Heterogeneous (two layer) profiles

A total of 54 HYDRUS-1D simulations of heterogeneous (two layer) profiles were run for all combinations of three representative USDA soil textures (clay, silt, and loam; Table 1), one mean flux ($q_p$) (1.00 mm d$^{-1}$; Table 3), three periods (P) (30, 90, and 365 days; Table 1), and three relative thicknesses (thin, intermediate, and thick) of the upper layer in the two-layered profile. Similar to the homogeneous simulations, the model domain for the two-layered profile included 1001 nodes with equal vertical node spacing over depths from 10 m and 50 m (Table 1). Here we evaluate two layers to keep the problem tractable to better understand the behavior between layers. The larger profile depth (bottom boundary) of 50 m was used in simulations where the $d$ exceeded the 10 m profile depth.

Here we establish the relative thickness (thin, intermediate, and thick) of the upper layer using quarter fractions of the $d$ that resulted from the HYDRUS-1D simulations of the homogeneous (one layer) profiles (Fig. 1b). Using this approach, a relatively thin upper layer is 0.25$d$, intermediate thick upper layer is 0.5$d$, and relatively thick upper layer is 0.75$d$ (Fig. 1b). This creates a set of three possible upper layer thicknesses for each of the two-layered model domains (Table 1). Once the thickness of the upper layer is established, the remaining lower portion of the model domain is set as the lower layer. Therefore, the thickness of the lower layer is a function of the upper-layer thickness.

2.1.3. Vertically stacked homogeneous profiles

The simulated damping depth from vertically stacked homogeneous profiles of flux variability (Fig. 2), which is used to approximate the flux variability in two layers in a single simulation and help test for linearity and superposition (see Section 2.1.4), is calculated as follows. First, flow in the upper layer was simulated by HYDRUS-1D with a single homogeneous soil layer to represent the damping in an upper soil layer (Fig. 2c). Next, the $q_p$ from the bottom of the upper layer defines the input $q_p$ for the simulation of flow in a single homogeneous, lower layer to represent a lower layer (Fig. 2c and d). The simulation of the homogeneous, upper layer is similar to the description from Section 2.1 in that the mean amplitude of the sinusoidal flux component $q_p$ (at $z = 0$) was set equal to 99% of the $q_p$ (Fig. 2c). However, the separate simulation of the homogeneous, lower layer (Fig. 2d) uses as input (at $z=0$) the $q_p$ from the bottom of the homogeneous, upper layer, rather than being set equal to 99% of the $q_p$. Finally, the damping depth of the vertically stacked homogeneous profiles ($d_{shp}$) (Fig. 2c and d) is calculated as:

$$d_{shp} = z_{ul} + d_b$$

where $z_{ul}$ is the relative thickness (thin, 0.25$d$; intermediate, 0.5$d$; or thick, 0.75$d$) used in the simulation of the homogeneous, upper layer, and $d_b$ is the damping depth simulated in the lower layer.

2.1.4. Testing for linearity and superposition

We explore the approximation of linear superposition with respect to the damping depth ($d$) and the interactions between layered soil textures in the vadose zone. If the assumption of linear superposition holds true, we expect that adding the $d$ from simulations of two separate homogeneous soil profiles should approximate the simulated $d$ in a layered system of the same two soil textures. The implications of linear superposition would enable using $d$ behavior in homogeneous soil profiles to estimate $d$ behavior, and hence steady-state and transient recharge in more complex layered soil profiles that are representative of natural vadose zones.

To test the linear superposition approximation, we first simulate damping depths in heterogeneous (two layer) soil profiles ($d_{2lp}$) when the upper layer has different relative thicknesses (thin, intermediate, and thick) (Fig. 2b). That is, we simulate flow in two layers in a single HYDRUS-1D model. Then, we compare the $d_{2lp}$ to the simulated damping depths from vertically stacked homogeneous profiles ($d_{shp}$) (Fig. 2c and d). We consider the linear superposition approximation to be reasonably accurate if:

$$d_{shp} (±10\%) = d_{2lp}$$

where the damping depth from vertically stacked homogeneous profiles ($d_{shp}$) is within $±10\%$ of the simulated damping depths in the heterogeneous (two layer) profiles ($d_{2lp}$). Fig. 2 illustrates an example where the $d_{shp}$ is 13.7% greater than the $d_{2lp}$ and linear superposition may not be valid. However, the cases where Eq. (2) are true indicate that $d$ is largely influenced by the hydraulic properties of the upper layer, with relatively smaller influence by the hydraulic interactions between the layers or properties of the lower layer. An important implication of the linear superposition assump-
tion is that simple, homogeneous models may provide reasonable estimates of $d$ in more complex, layered systems.

2.2. Significance testing

We used the False Discovery Rate (FDR) technique (Benjamini and Hochberg, 1995) during the statistical significance testing to quantify the relative sensitivity of $d$ to $K$, $q_z$, and $P$. The FDR $p$-value adjustment efficiently controls for the rate of false positives among a large number of tests (Benjamini and Hochberg, 1995). The FDR $p$-values ($p_{FDR}$) are computed as:

$$p(i), \text{FDR} = \text{Minimum} \left\{ \frac{p(i)}{m}, \text{FDR} \right\}$$  \hfill (3)

where the independently calculated $p$-values have an FDR adjusted $p$-value that falls below $\alpha$ if the parameter is statistically significant at the 0.05 level (Benjamini and Hochberg, 1995). We used the FDR LogWorth transformation (Benjamini and Hochberg, 1995) to provide an appropriate scale for visualization, where:

$$-\log_{10}(\text{FDR p-value}) = 1.3$$ \hfill (4)

$$-\log_{10}(0.05) = 1.3$$

A FDR LogWorth value $>1.3$ indicates significance at the 0.05 level. We use the FDR LogWorth approach to reject the null hypothesis that the $K$, $q_z$, and $P$ do not influence $d$. We also present the $R^2$ values from the linear least squares model to evaluate the proportion of variation in $d$ that is accounted for by the $K$, $q_z$, and $P$.

3. Results and discussion

The results and discussion are organized in two parts to address the research questions. First, we present results from the simula-
tions of the homogenous (one layer) profiles and discuss how \(d\) is influenced by the hydraulic properties of the vadose zone and characteristics of the net infiltration flux, \(q_s\). Second, we present results from the simulations of the heterogeneous (two layer) profiles and vertically stacked homogeneous profiles, and discuss how \(d\) is influenced by layer thickness, layer interactions, and the conditions where the assumption of linear superposition is valid.

### 3.1. Damping depth in homogenous (one layer) profiles (\(d\))

Results from the simulations of homogeneous (one layer) profiles indicate that \(d\) is positively related to \(q_s\) and \(P\). To illustrate this relation, we show the simulated \(d\) for three representative soil textures (clay, silt, and loam) and ranges of \(q_s\) (0.01–1.0 mm d\(^{-1}\)) and \(P\) (30–730 days) (Fig. 3). The \(d\) associated with arid \(q_s\) (0.01 mm d\(^{-1}\)) remains within the upper 2 m even with \(P\) that is consistent with ENSO variability (730 days) (Fig. 3). However, the larger \(q_s\) associated with semi-arid (0.1 mm d\(^{-1}\)) and humid (1.0 mm d\(^{-1}\)) climates results in \(d\) that span from <1 m under monthly and seasonal \(P\) (30–90 days) to >100 m for \(P\) that is consistent with ENSO variability (Fig. 3). The simulated \(d\) is similar in the clay, silt, and loam profiles, even as \(q_s\) and \(P\) increase (Fig. 3).

Results from all simulations of homogeneous (one layer) profiles indicate that \(d\) spans more than four orders-of-magnitude from 0.1 to >1000 m (Fig. 4). The \(d\) exceeds >1000 m in simulations using \(q_s \geq 0.05\) mm d\(^{-1}\) and \(P \geq 2557\) d, but those results are not shown here because the thickness of the vadose zone is generally <1000 m in aquifers (Fan et al., 2007). Fig. 4 illustrates three important positive relations: the \(d\) generally increases as a function of increasing coarseness of soil texture and increasing \(q_s\) and \(P\), which are findings that are generally consistent with Dickinson et al. (2014). The reader is referred to Corona (2016) for tables of values used in Fig. 4. As the \(q_s\) and \(P\) increase, the sensitivity of \(d\) to the differences in hydraulic properties of the soil texture also increases, particularly for the relatively coarser soil textures. The implications of these results is that vadose zone sediment with greater sand content is likely to preserve transient recharge fluxes associated with climate variability, especially those at greater \(q_s\) and \(P\), at relatively greater depths to water than vadose zone sediments with more silt, clay, and loam, which is a finding consistent with Dickinson et al. (2014). The effect of sediment texture on \(d\) is further explored in the results from the simulations of the heterogeneous (two layer) profiles and vertically stacked homogeneous profiles.

While vertical heterogeneities in soil texture are ubiquitous in real-world vadose zones, the findings about homogeneous soil textures shown in Fig. 4 begin to illustrate some important possible implications for the detection of spatial and temporal patterns of transient recharge in response to climate variability across U.S. aquifers. The depth to water (or vadose zone thickness) is generally less than 100 m in most aquifers of the U.S. (Fan et al., 2007). Aquifers in the humid (\(q_s\), 0.50–2.0 mm d\(^{-1}\)) and eastern U.S. tend to have relatively smaller depths to water, often less than 10–20 m, while aquifers in the semiarid and arid (\(q_s\), 0.01–0.10 mm d\(^{-1}\)) western...
U.S. tend to have relatively greater depths to water, often 50–100 m, or more (Fan et al., 2007). Using those approximate depths to water and \( q_s \) ranges, Fig. 4 illustrates that transient recharge in response to \( q_s \) variability on seasonal (90 days) to decadal (3652 days) timescales are more likely to reach the water table in aquifers of the humid, eastern U.S., while only transient recharge with longer periods (731–3652 days) are likely to reach the water table in aquifers of the semiarid and arid U.S. The patterns of \( d \) in Fig. 4 also indicates that transient recharge with relatively shorter periods (seasonal) could be detected at the depth to water in aquifers of the semiarid and arid U.S. (Fig. 4), with rates of 0.50–2.0 mm d\(^{-1}\). The simulated \( d \) under the range of conditions representative of the continental U.S. (Fig. 4) shows that transient recharge in response to AO, NAO, ENSO, and possibly PDO could be detected at the depth of the water table in most aquifers, especially in those of the humid, eastern U.S.

The results of the significance testing support these interpretation of simulated \( d \) in homogeneous (one layer) profiles and indicate that \( q_s \), \( P \), and \( K_{sat} \) are all statistically significant (\( \alpha = 0.05 \)) variables that influence \( d \) (Table 5). In all soil textures except sand, \( d \) is the most sensitive to \( q_s \), followed by \( P \), and finally \( K_{sat} \), based on the FDR LogWorth values (Table 5). In sand, the \( q_s \) and \( P \) have equal influence on \( d \), but these results are less reliable because of numerical convergence issues in the highly nonlinear numerical simulations of flow in sand. Based on these significance tests, the variables associated with natural climate variable, such as \( q_s \) and \( P \) are relatively more important as compared to variables associated with the vadose zone, such as \( K_{sat} \). In determining the depth of transient recharge in aquifers. An implication is that prioritizing the characterization of average infiltration fluxes (\( q_s \)) and climate variability periodicity (\( P \)) over site specific soil types, for example during groundwater model development, may yield more accurate estimates of transient versus steady recharge. These interpretations have limitations because the \( R^2 \) values range from 0.55 to 0.66 (Table 5), indicating that these three variables could only explain about half to two-thirds of the variability in \( d \). The unexplained variability in \( d \) is likely attributed to hydraulic diffusivity (\( D \)), which varies with depth in the vadose zone and makes such hydraulic properties difficult to evaluate with statistical significance tests.

### 3.2. Damping depth in heterogeneous (two layer) profiles (\( d_{2lp} \))

The simulated damping depths from homogeneous (one layer) profiles (\( d \)) are compared to damping depths from heterogeneous (two layer) profiles (\( d_{2lp} \)) to evaluate the effects of layering and layer thickness for three representative soil textures (clay, silt, and loam) (Fig. 5). The percent change from \( d \) to \( d_{2lp} \) ranges from \(-35 \) to \( 40 \%), and represent only comparisons between simulations where the texture from the top of the two-layer profile is the same as the texture from the one-layer profile (Fig. 5). The negative % values indicate that \( d_{2lp} < d \) in the corresponding one-layer profile, and the positive % values indicate that the \( d_{2lp} > d \) in the corresponding one-layer profile (Fig. 5). The majority of the values are between \(+25\%\) for all three upper-layer thicknesses, and there is no observable trend in the variance of the percent change in \( d \) as a function of upper-layer thickness for most soil textures and \( P \) (Fig. 5). A few exceptions occur for the monthly \( P \) (30 days) where percent change in \( d \) is as much as 30% greater for the relatively thin upper layer compared to the relatively thick upper

#### Table 5

The False Discovery Rate (FDR) and FDR LogWorth values from statistical significance testing and least square model.

<table>
<thead>
<tr>
<th>#</th>
<th>Soil Texture</th>
<th>( q_s ) FDR p-values (( \alpha = 0.05 ))</th>
<th>( P ) FDR p-values</th>
<th>( K_{sat} ) FDR p-values</th>
<th>( q_s ) FDR LogWorth</th>
<th>( P ) FDR LogWorth</th>
<th>( K_{sat} ) FDR LogWorth</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>clay</td>
<td>0.0009</td>
<td>0.0022</td>
<td>0.017</td>
<td>3.06</td>
<td>2.56</td>
<td>1.77</td>
<td>0.61</td>
</tr>
<tr>
<td>2</td>
<td>silty clay</td>
<td>0.0009</td>
<td>0.0022</td>
<td>0.017</td>
<td>3.06</td>
<td>2.66</td>
<td>1.77</td>
<td>0.61</td>
</tr>
<tr>
<td>3</td>
<td>silty clay loam</td>
<td>0.0008</td>
<td>0.0023</td>
<td>0.020</td>
<td>3.09</td>
<td>2.65</td>
<td>1.77</td>
<td>0.61</td>
</tr>
<tr>
<td>4</td>
<td>silt loam</td>
<td>0.0008</td>
<td>0.0023</td>
<td>0.020</td>
<td>3.09</td>
<td>2.64</td>
<td>1.70</td>
<td>0.61</td>
</tr>
<tr>
<td>5</td>
<td>silt</td>
<td>0.0010</td>
<td>0.0036</td>
<td>0.024</td>
<td>3.01</td>
<td>2.44</td>
<td>1.65</td>
<td>0.59</td>
</tr>
<tr>
<td>6</td>
<td>clay loam</td>
<td>0.0009</td>
<td>0.0023</td>
<td>0.018</td>
<td>3.04</td>
<td>2.63</td>
<td>1.76</td>
<td>0.60</td>
</tr>
<tr>
<td>7</td>
<td>loam</td>
<td>0.0009</td>
<td>0.0024</td>
<td>0.018</td>
<td>3.05</td>
<td>2.62</td>
<td>1.75</td>
<td>0.60</td>
</tr>
<tr>
<td>8</td>
<td>sandy clay</td>
<td>0.0004</td>
<td>0.0015</td>
<td>0.014</td>
<td>3.38</td>
<td>2.82</td>
<td>1.87</td>
<td>0.63</td>
</tr>
<tr>
<td>9</td>
<td>sandy clay loam</td>
<td>0.0008</td>
<td>0.0022</td>
<td>0.016</td>
<td>3.56</td>
<td>2.84</td>
<td>1.80</td>
<td>0.61</td>
</tr>
<tr>
<td>10</td>
<td>sandy loam</td>
<td>0.0004</td>
<td>0.0010</td>
<td>0.013</td>
<td>3.37</td>
<td>3.02</td>
<td>1.90</td>
<td>0.64</td>
</tr>
<tr>
<td>11</td>
<td>loamy sand</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.013</td>
<td>3.46</td>
<td>3.32</td>
<td>1.90</td>
<td>0.66</td>
</tr>
<tr>
<td>12</td>
<td>sand</td>
<td>0.0029</td>
<td>0.0029</td>
<td>0.048</td>
<td>2.54</td>
<td>2.54</td>
<td>1.32</td>
<td>0.55</td>
</tr>
</tbody>
</table>

#### Fig. 5

The percent change (%) between 54 HYDRUS-1D simulations of damping depth in homogeneous (one layer) profiles (\( d \)) and damping depth in heterogeneous (two layer) profiles (\( d_{2lp} \)) is shown as a function of upper-layer thickness (thick, 0.75d; intermediate, 0.5d; and thin, 0.25d) for three representative soil textures (clay, silt, and loam). The percent change between \( d \) and \( d_{2lp} \) are calculated using only simulations where the texture from the homogeneous (one layer) profile is the same as the texture from the heterogeneous (two layer) profile, using the same \( q_s (1.0 \text{ mm d}^{-1}) \) and \( P (30, 90, \text{ or } 365 \text{ days}) \). The negative % values indicate that \( d_{2lp} < d \) in the corresponding one-layer profile, and the positive % values indicate that the \( d_{2lp} > d \) in the corresponding one-layer profile. The dashed lines connect the same combinations of upper- and lower-layer soil textures.
sensitive to the upper-layer thickness for the range of \( q_s \), monthly to annual \( P \), and for most soil textures. The implications are that when the soil textures in a layered profile include clay, silt, and loam, homogeneous simulations that use the soil texture representative of land surface may provide reasonable approximations \((-25\%\) of the depth of transient recharge as compared to more complex heterogeneous simulations that parameterize layering of texture in the vadose zone.

3.3. Damping depth in vertically stacked homogeneous profiles (\( d_{shp} \))

The simulated damping depths from heterogeneous (two layer) profiles (\( d_{2lp} \)) are compared to damping depths from the vertically stacked homogeneous profiles (\( d_{shp} \)) (Fig. 6) and used to evaluate the effects of layer interactions and the conditions where the assumption of linear superposition appear most valid. The percent change from \( d_{2lp} \) to \( d_{shp} \) ranges from \(-10\%\) to \(22\%\), where the negative values indicate that \( d_{2lp} > d_{shp} \) and the positive values indicate that \( d_{2lp} < d_{shp} \) (Fig. 6). The majority of the values are between \(-10\%\) for all three upper-layer thicknesses, and these errors are relatively small compared to the variations of \( d \) within any given period band shown in Fig. 4. Additionally, there is no apparent relationship in the variance of the percent change in \( d \) as a function of upper-layer thickness (Fig. 6). This indicates that \( d_{shp} \) and the assumption of linear superposition are generally not sensitive to the upper-layer thickness for the simulated range of \( q_s \), monthly to annual \( P \), and for the representative soil textures of clay, silt, and loam. The profiles of silt over clay and silt over loam resulted in positive value outliers \((11\% \text{ to } 22\%)\) and indicate that \( d_{shp} \) overestimates \( d_{2lp} \) (Fig. 6). Interestingly, the positive outliers occur only for the monthly \((30 \text{ day})\) and seasonal \((90 \text{ day})\) periods (Fig. 6a and b), and not for the annual \((365 \text{ day})\) period (Fig. 6c). The validity of the linear superposition assumption apparently increases as the period increases, and is justification for not showing the error analysis for longer periods, as in Fig. 4.

The results presented in Fig. 6 generally indicate that \( d_{shp} \) is relatively insensitive to the hydraulic interactions between layers and that the assumption of linear superposition may be reasonable for many combinations of soil textures, especially when the soil textures in a layered profile are relatively similar in terms of hydraulic properties and include clay, silt, and loam. The important implications of these findings is that if clay, silt, and loam layers are present in the vadose zone, relatively simple, homogeneous models may provide reasonably accurate estimates of the depth of transient recharge in response to climate variability. A more detailed follow-up paper will examine the phenomena controlling signal propagation across the layer boundaries.

4. Summary and conclusions

We use simple numerical modeling experiments to demonstrate that cyclical infiltration in the vadose zone from variable climate could result in variable recharge and potentially impact the availability of groundwater resources. We evaluated hundreds of numerical HYDRUS-1D simulations over a range of periodic boundary conditions and vadose zone geometries and hydraulic parameters that are generally representative of aquifer systems of the conterminous U.S., and likely found throughout the world. The periods of the variations match those of known climate cycles, and the fluxes are representative of arid to humid climates. We focused on simulated damping depth in the vadose zone, which is defined where the ratio of the flux variation at any depth to the infiltration flux variation from the sinusoidal perturbation at land surface is equal to 5\%. Understanding the physical processes that control damping depth is central to understanding and predicting climate variability teleconnections with groundwater level variability because the vertical position of the damping depth in the vadose zone determines the presence of steady-state or transient recharge at the water table.

Results of the simulated damping depths provide important insight into the appropriate conditions and limitations of using the assumption of steady-state recharge fluxes for aquifers across the U.S., and how oscillations associated with global-scale climate variability result in transient recharge at local scales. The findings presented here provide a framework that generally explains why some periodic infiltration fluxes associated with climate variability are unexpectedly absent in groundwater level fluctuations and dampen with depth in the vadose zone, resulting in steady-state recharge fluxes, while other periodic surface fluxes do not dampen with depth, resulting in transient recharge.

We find that damping depth spans several orders of magnitude, depending on the mean flux and period of the time varying infiltration that may be associated with global scale climate patterns, as well as the soil texture and hydraulic properties of the local vadose zone. Damping depth generally increases as mean flux and period of the time varying infiltration increase and the vadose zone contains relatively more coarser-soil textures. Given the general differences in climate and depths to water, a wider range of time-varying recharge fluxes, from interannual to decadal-scale variability, are likely to be present at the water table in aquifers of the humid eastern U.S., while a more narrow range of time-varying recharge fluxes, from interannual to decadal timescales are more likely to be present at the water table in aquifers of the

![Fig. 6. The percent change (%) between 54 HYDRUS-1D simulations of damping depth in heterogeneous (two layer) profiles \(d_{2lp}\) and vertically stacked homogeneous profiles \(d_{shp}\) (Fig. 6) is shown as a function of upper-layer thickness (thick, 0.75d; intermediate, 0.5d; and thin, 0.25d), using \(q_s\) (1.0 mm d\(^{-1}\)) and periods (a) 30 days, (b) 90 days, and (c) 365 days. The negative % values indicate that \(d_{2lp} > d_{shp}\) and the positive % values indicate that \(d_{2lp} < d_{shp}\).]
semi-arid and arid western U.S. Damping of transient recharge fluxes are more likely in the semiarid and arid aquifers of the U.S. that have relatively greater depths to water. However, local conditions or land-use change that create focused or preferential recharge mechanisms could enable the shorter period time-varying recharge fluxes (monthly to annual) to reach the water table in the semiarid and arid aquifers of the western U.S. An important finding here is that given the general range of conditions representative of the continental U.S., transient recharge fluxes in response to the climate variability patterns of AO, NAO, ENSO, and possibly PDO could be detected at the depth of the water table in most aquifers.

An important implication of our findings is that prioritizing the characterization of average recharge fluxes \( q_\text{avg} \) and climate variability periodicity \( P \) over site specific soil types, for example during groundwater model development, may yield more accurate estimates of transient versus steady recharge. Application of these findings from simulations of homogeneous soil textures to real-world groundwater resource management objectives has limitations because we find that heterogeneities and layering can have a substantial impact on damping depth under some conditions. However, when the soil textures in a layered profile are relatively similar, especially if they include clay, silt, and loam, homogeneous simulations that use the soil texture at land surface may be reasonable approximations of the depth of transient recharge fluxes as compared to more complex heterogeneous simulations that parameterize layering of texture in the vadose zone. These findings generally support continued work aimed at collecting soil cores and measuring soil hydraulic properties or inferring them from pedotransfer functions or geophysical methods.

Another important finding is that the assumption of linear superposition is reasonable under a considerable range of conditions that we tested. The model results indicate that the damping depth is not sensitive to layer thickness or hydraulic interactions between many combinations of soil textures, especially when the soil textures in a layered profile are relatively similar and include clay, silt, and loam, and thus support the assumption of linear superposition under those conditions. We conclude that the apparent linear behavior in the damping of climate varying recharge fluxes over a considerable range of clay, silt, and loam textures is further support that simple, homogeneous models of soil textures at land surface can reasonably estimate transient recharge fluxes in more complex, layered vadose zone profiles. A follow-up paper will test and validate this framework using results from spectral analyses of hydrologic time series and field observations from the vadose zone where available.
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